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INTRODUCTION

The terms “outcomes research,” “patient-centered care,” “treat-
ment effectiveness,” and “cost-effectiveness” have found their
way into the daily discourse of clinicians, researchers, health
policymakers, and managed care providers. Several factors
have contributed to the interest in outcomes research in gen-
eral, and specifically critical care outcomes research. First,
there is growing realization that the evidence base is lacking
for much of daily clinical practice and that this may be particu-
larly the case in critical care (1). Second, the rapid growth in
health care costs, attributed in large part to increasing use of
expensive technology, has forced clinicians, payers, and soci-
ety to consider the value of medical care (2). By some esti-
mates critical care accounts for up to 1% of the entire gross
domestic product of the United States (3). Finally, recent
studies using nonexperimental methods have raised important
questions about the validity of these methods in critical care
compared with traditional randomized trials (4). Outcomes re-
search is being used today to formulate clinical practice guide-
lines, to assess the quality of medical care, and to inform
health policy decisions. In an effort to provide a readily acces-
sible document elaborating the focus, methods, goals, and lim-
itations of outcomes research for critical care practitioners,
investigators, and other outcomes research consumers, the
American Thoracic Society convened a Workshop on Out-
comes Research in Critical Care, the summary of which is pre-
sented below.

METHODS

The workshop was conducted April 4-6,1997.  Panelists from
many disciplines were invited including: clinical trial design,
evidence-based medicine, severity of illness measurement, ob-
servational outcomes research, health economics, medical da-
tabase management, and statistical modeling. Three breakout
groups were established: special considerations in critical care
outcomes research, outcome measures, and data and mathe-
matical modeling. Plenary sessions for the entire workshop
were moderated by a different cochair to reduce the bias of
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any individual chair. At the completion of the workshop, a
writing committee was chosen and the resulting manuscript
was then distributed to all panelists for comment.

The document is designed as both a resource to understand
current methods as well as an agenda for further study. After
presenting a working definition of outcomes research, there is
a discussion of the unique features of critical care that require
special consideration in designing an outcomes research ques-
tion. Then we review the outcome measures, including quality
of life, available to investigators in this area and discuss their
merits. The data section outlines databases suitable for critical
care outcomes research, their strengths and weaknesses, and
current efforts to improve their quality. Finally, the modeling
section addresses the problematic issue of using analytic tech-
niques to draw valid conclusions from observational data.

WHAT IS OUTCOMES RESEARCH?

Outcomes research focuses on the effects of medical care on in-
dividuals and society. To address its questions, outcomes re-
search relies on a variety of disciplines including clinical epide-
miology, informatics, anthropology, economics, health services
research, health policy, and biostatistics (5). Formulating an ex-
act definition for outcomes research is probably less useful than
gaining insight into its emphases relative to traditional clinical
research (Table 1). One essential feature of outcomes research
is the central role of patient-centered and policy-relevant out-
comes. Whereas traditional clinical research explores the
mechanisms of disease through their biologic manifestations,
outcomes research studies the effect of treatments on end-
points important to patients and society. Traditional clinical re-
search variables might include blood pressure, tumor size, and
peak expiratory flow whereas outcomes research variables
would include survival, quality of life, satisfaction with care,
and cost.

It is the research focus, and not any specific methodology,
that distinguishes outcomes research from traditional clinical
research. Outcomes research uses a variety of study designs
and techniques (Figure 1). Qualitative research methods gen-
erate hypotheses, identify the relevance of findings to specific
groups, and describe complex phenomena that do not neces-
sarily lend themselves to formal hypothesis testing. Quantitative
methods include both experimental designs where the investi-
gator controls assignment and nonexperimental or observa-
tional methods. Randomized controlled trials, when designed
as effectiveness trials can yield outcomes information (6).
Meta-analysis incorporates information from several random-
ized clinical trials (RCT) or observational studies done in
different settings and therefore may approximate the infor-
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TABLE 1

A COMPARISON OF FEATURES BEiWEEN TRADITIONAL
CLINICAL RESEARCH AND OUTCOMES RESEARCH

Traditional Clinical Research Outcomes Research

Efficacy
Mechanisms of disease
Experimental
Feasibility
The effect of biochemical and physiologic factors on

biophysiologic outcomes
Disease-centered
Provider-oriented
Inventing technology
Drugs and devices
Methods from the “hard” sciences (physics, biochemistry,

physiology)

mation  provided by larger studies on more heterogeneous
populations. By synthesizing data from RCTs and observa-
tional studies, decision analysts produce a model of a specific
clinical problem. Once built, a valid decision model simulates
a clinical situation and can provide outcome information
about populations not necessarily included in the original tri-
als (7). Economic models add cost data to decision models and
generate cost-effectiveness ratios which provide information
about the relative value of medical care options (8).

The Workshop focused on observational outcomes re-
search which includes prospective and retrospective cohort
studies, case-control studies, and surveys. Observational out-
comes studies on severity of illness, mortality, and cost have a
long history in critical care (9-11). Observational outcomes re-
search can be used to identify associations between various
exposures and outcomes. Exposure is defined broadly in out-
comes research and can include medications, medical proce-
dures, sociodemographic status, organization of health care
delivery, access to health care, region of country, or provider.
Associations between exposures and outcomes are particu-
larly important when there is evidence to believe a causal rela-
tionship exists. Some observed associations are due to a third
variable that can obscure or create the appearance of a causal
association when none exists. For example, uninsured patients
may have higher intensive care unit (ICU) mortality because
they present with more severe disease. Identifying and mini-
mizing the effect of these confounding variables constitutes a
large part of the analysis in observational outcomes research.

Randomized controlled trials offer an effective solution to
the problem of confounding variables. Randomization breaks
the association between an exposure and confounding vari-
ables by allocating the exposure by chance. However, RCTs

Figure 7. Study designs in outcomes research.

Effectiveness
Impact of disease on the patient
Observational
Cost-effectiveness
The effect of socioeconomic factors on patient-

centered outcomes
Patient- and community-centered
Consumer-oriented
Assessing technology
Processes and delivery of care
Methods from the “social” sciences (economics, social

and behavioral sciences, epidemiology)

are expensive and, particularly for rare diseases, can take
years to complete. Because of their cost and the regulatory de-
mands on drug and device manufacturers, RCTs are fre-
quently designed as efficacy studies in highly defined patient
populations with experienced providers and, therefore, pro-
vide little evidence about effectiveness (12). Some exposures,
for example, socioeconomic status, access to specialty care, or
type of medical insurance may be difficult or impossible to
randomize (13, 14). Refinements to treatments known to be
effective, for example, identifying the optimal timing for inter-
vention, would require RCTs with multiple treatment arms.
Diagnostic and monitoring technology are rarely subjected to
evaluation with RCTs to judge their effect on clinical out-
come. RCTs, precisely because they assign the intervention,
are poorly suited to describing variation in current practice
(15-17). Observational studies can generate hypotheses about
the effectiveness of treatments that can be further tested using
other research methods. Finally, although randomization is
ethically justified by equipoise in the medical community, it
may be difficult for individual clinicians and patients to sub-
ject treatment decisions to chance (18). Therefore, at least in
principle, observational outcomes research can provide com-
plementary information to RCTs.

WHAT IS UNIQUE ABOUT CRITICAL
CARE MEDICINE?

Critical care presents several unique challenges for outcomes
research. To formulate a research question an investigator
must be able to define a disease, treatment, patient popula-
tion, or provider to study. Operationalizing these variables for
critical care outcomes research is complex. Compare the in-
vestigator studying outcomes after myocardial infarction to
one studying the same research question in sepsis. Myocardial
infarction is a common disease that is readily diagnosed with
several laboratory tests. Patients with myocardial infarction
receive treatments that are relatively specific for the diagnosis
and are generally cared for by cardiologists, internists, or fam-
ily physicians. Contrast sepsis which is defined by clinical cri-
teria that continue to evolve and does not have an accepted di-
agnostic test or unique treatment (19-21). Critically ill septic
patients may receive their care from a variety of physicians in-
cluding surgeons, anesthesiologists, family physicians, general
internists, pulmonologists, and pediatricians. Critical care is a
challenge to the outcomes researcher precisely because the
key variables of disease, patient population, therapy, and pro-
vider are difficult to define.

A pragmatic solution is to adopt a geographic definition of
critical care (22,23). By this definition, the critically ill are pa-
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tients cared for in an ICU, critical care is treatment provided
in an ICU, and intensivists are physicians who attend in an
ICU. However, flexible nurse staffing, mobile technology, in-
termediate care units, and the growth of subacute care for
chronically critically ill patients make the assumption that crit-
ical care begins and ends at the ICU door problematic. In ad-
dition, some patients, such as those recovering from operative
procedures, may receive care in an ICU but not be critically ill
(24-27).

In the absence of simple solutions to defining critical care
or the critically ill for outcomes research, one must carefully
understand the research focus and how it was operationalized
in any given study. Every observational outcomes research
project will have to define a critically ill population and or crit-
ical care to identify the appropriate patients, exposures, and
outcomes to study. The current literature relies heavily on ge-
ography to define the critically ill; however, this is not the
only, or necessarily the optimal solution. In addition to loca-
tion, a critically ill population could be defined in terms of the
treatment or monitoring they receive (for example, all pa-
tients who receive mechanical ventilation or electrocardio-
graphic telemetry regardless of location in the hospital) or di-
agnosis (all patients with septic shock regardless of location in
the hospital). Some studies will choose to define critical care
instead of a critically ill population. Critical care can also be
defined by location, by specific treatments or monitors (for ex-
ample, cardiopulmonary resuscitation or pulmonary artery
catheterization), by the type of ICU (for example, open versus
closed ICU), or by the provider (28, 29). Because there is no
single solution to this problem, readers and investigators will
need to approach each study critically to see how the critically
ill patients and critical care were defined, and to identify the
potential biases introduced by these choices.

Unlike patients with myocardial infarction, most of whom
are admitted to the hospital for this problem, critically ill pa-
tients use the ICU as one of many resources during an episode
of hospital care frequently directed at some other underlying
disease. Therefore, separating the outcomes of the intensive
care treatment from the outcomes of the primary disease and
its treatment can be difficult. For example, death in the ICU
from multiple organ failure complicating a bone marrow
transplant is both an outcome of the transplant and of the ICU
care (30). The research question will direct the investigator to
choose a perspective that encompasses the disease process, an
individual hospitalization or to focus on the critical care com-
ponent.

One area of outcomes research where critical care uniquely
excels is the availability of severity of illness measures. In the
absence of randomization, observational outcomes research
relies heavily on the ability to mathematically control for dif-
ferences in patients’ characteristics with severity of illness
measures. Critical care has developed a rich selection of dis-
ease-specific and generic severity of illness measures (9,31).

In summary, outcomes research in critical care is compli-
cated because key variables are more difficult to operationally
define than other diseases and medical specialties. Because
critical care is a component of treatments for complications of
other illnesses, the line between critical care outcomes and the
outcomes and process of care for the primary disease is blurred.

OUTCOME MEASURES

There is a growing recognition that clinical research needs to
define and focus on the outcomes of medical care that are im-
portant to patients, their families, and to society. These out-
comes have been coined “patient-centered outcomes” (32).

Intensive care clinical research has often focused on survival
and physiologic impairment. Although this is the appropriate
focus in some settings, our society is raising questions about
the effect of intensive, aggressive medical care on patient-cen-
tered outcomes (33). Mortality is, in most situations, the pri-
mary outcome for critical care research because critical care
therapy is directed at overcoming an acute life-threatening ill-
ness. But other outcomes are important to patients and their
families including quality of life, functional status, freedom
from pain and other symptoms, and satisfaction with medical
care (34).

Mortality

Although death is an unequivocal endpoint, there are several
timepoints at which to measure it: ICU or hospital survival,
time until death, death at a fixed timepoint (30 d, 6 mo, 1 yr).
The “correct” mortality endpoint depends on the specific re-
search question, the mechanisms and timing of the disease
and/or treatment under study, and the study design. There are
some important general features to consider with each type of
mortality assessment.

Practice patterns can change the interpretation of mortality
endpoints. Hospital mortality may be reduced by the transfer
of ventilator-dependent patients directly from the ICU to a
long-term care facility. Survival to a fixed time avoids this
problem; however, the selection of the time point requires
careful consideration. Thirty-day survival may be less useful
when ICU length of stay approaches 30 d, for example, in the
fibroproliferative phase of the acute respiratory distress syn-
drome (ARDS). Whereas l-yr survival might avoid many of
these problems, long-term survival may reflect the patient’s
underlying disease prognosis more than the effectiveness of
their ICU care. For example, 1-yr survival might not be the
best outcome for a study of the effect of an ICU-based inter-
vention on patients with hematological malignancy. Finally,
assumptions about the disease process should be tested. Early
sepsis studies assumed that major mortality due to sepsis
would occur within 14 or 30 d from the onset of illness (35).
However, longer term studies suggest that there is ongoing
mortality for substantially longer than 30 d related to sepsis
and its complications (36). Thirty-day mortality may not re-
flect the delayed effects of sepsis or the therapy under study.

Survival analysis techniques use the actual survival time as
the endpoint. Because survival time is a continuous variable, it
is a more sensitive outcome measure than mortality. However,
time until death in the modern ICU reflects time until with-
drawal of life support (37). Thus, time to death is influenced
by institutional, provider, and geographic factors that affect
the decision to withdraw life support (38, 39). Furthermore,
survival analysis may find a statistical difference between pa-
tients with a median 7-d survival and those with a median S-d
survival (40). Although potentially useful to investigators in
identifying promising treatments for further study, it is un-
likely that these represent meaningful outcomes to patients. In
fact, a treatment that prolongs time until death without affect-
ing mortality could do more harm than good.

Patient-assessed Health Outcomes

Patient-assessed outcomes include quality of life, functional
status, symptoms, and satisfaction with medical care (41).
“Health-related quality of life” (HRQL) is used to refer to the
subjective experience of the effect of health and treatment on
one’s satisfaction with life. The term “functional status” is
used to describe an individual’s ability to perform tasks in ev-
eryday life. Operationally, many of the instruments designed
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to measure HRQL or functional status encompass features of
both, which can make it difficult to distinguish these concepts.

The term “health status” is used to encompass both func-
tional status and HRQL (42). Health status instruments in-
clude disease-specific measures such as those developed for
asthma and COPD as well as generic measures intended for
use in a broad range of patients (43,44).  Critical illness is not a
disease with specific symptoms and functional impairments,
making it unlikely that a critical care disease-specific instru-
ment will be helpful. Nonetheless, the unique features of criti-
cal illness make it important that generic health status instru-
ments be validated in this setting before they are used in
clinical studies. Additional instruments allow researchers to
transform patients’ values (utilities) for different health states
on a single linear scale that ranges from zero to one. Patient
utilities can be used to calculate quality-adjusted life years
(QALYs)  which incorporate the quality and the quantity of
life into a single measure for use in economic analyses (45).
For example, a patient is discharged to a chronic ventilator
weaning facility for 6 mo and dies on the ventilator. If the util-
ity for life on a ventilator in a weaning facility is 0.2, the pa-
tient has experienced 0.1 QALYs. If the methodology is cor-
rect, this means that 6 mo on a ventilator in a weaning facility
is approximately equal in value to patients as 1 mo in perfect
health. Patient and family satisfaction with care represent an-
other important domain of patient-centered outcomes.

quantity of life. However, physiologic measures are important
in outcomes research because: (I) physiologic variables are es-
sential in the assessment of severity of illness; (2) physiologic
variables may be useful as surrogate markers of mortality,
functional status, and quality of life; and (3) physiologic vari-
ables help researchers understand the mechanisms of disease
and its treatment.

Process of Care as an Outcome

In certain situations the process of medical care is the outcome
of interest. When there is evidence to support the link be-
tween a treatment and an important outcome, process mea-
sures may be a more sensitive indicator of the quality of care
than the outcome variable (50,51). For example, heparin pro-
phylaxis for deep venous thrombosis will be a more sensitive
marker for quality of care than the outcome of deep venous
thrombosis because even in untreated patients this is a rela-
tively unusual and frequently undetected complication. Other
processes of care may not have evidence to support their use,
but instead have prima facie validity. For example, communi-
cation with patients and families about treatment preferences
is an important outcome even if the link has not been estab-
lished between this process of care and patient satisfaction or
quality of life. Finally, process of care is an important outcome
variable when studying the factors that influence clinicians’
treatment decisions (16).

Investigators have had to address the unique features of crit-
ical care and critical illness when measuring patient-assessed
outcomes in this patient population (Table 2). First, many crit-
ically ill patients are too ill to fill out questionnaires or be in-
terviewed. Important information about the burdens of illness
and satisfaction with care in those who die cannot be mea-
sured directly (46). Family member interviews can be a reli-
able and valid measure of a patient’s health status, however,
studies suggest that this proxy information is not as useful as
that obtained directly from the competent patient (47).

Life-support-free Days

In some settings mortality is the most relevant outcome
and patient-assessed outcomes are less important, for exam-
ple, an illness after which patients return to their premorbid
health status. There exists a continuum between mortality and
quality of life as the primary endpoints of critical care out-
comes research such that higher fatality rates from acute ill-
nesses with minimal residual disabilities favor mortality as an
outcome and chronic or terminal diseases with profound dis-
ability in survivors should emphasize quality-of-life measures.
Available research suggests that the tradeoff between quantity
of life and quality of life is a highly individualized decision and
generalizations are problematic (48,49).

A major problem in developing nonmortality critical care out-
comes is the competing effect of high death rates (52). Out-
comes like duration of mechanical ventilation or incidence of
organ failure may be lower in the group with higher mortality
simply because of the competing effect of mortality. Patients
who die cannot develop further organ failures or prolonged
ventilator dependence. One proposed solution to this prob-
lem is to calculate organ-failure-free days or life-support-free
days (52). For example, to calculate ventilator-free days a pre-
defined measurement period, typically 28 d, is specified. Pa-
tients who die or are mechanically ventilated longer than this
period are assigned zero ventilator-free days. All survivors ac-
crue one ventilator-free day for each day after entry into the
study that they are both alive and free of mechanical ventila-
tion. By combining a mortality and morbidity measure the
free day outcome may avoid the problem of competing mor-
tality; however, further studies of the statistical performance
and clinical significance of this variable are needed before it
can be recommended as a primary endpoint.

Physiologic Measures

As a general rule, physiologic measures are not patient-cen-
tered outcomes because patients are not concerned about a
physiologic abnormality if it does not affect their quality or

Quality of Care at the End of Life
and Quality of Death

The mortality among patients in the ICU is relatively high
compared with other areas of medicine. The goals of medicine
and the measures of quality of care may change dramatically

TABLE 2

USE OF PATIENT-ASSESSED OUTCOMES IN CRITICAL CARE CLINICAL RESEARCH

Type of Outcome

Quality of life

Health-related quality of life

Depression or anxiety

Utilities

Specific Instrument

Perceived Quality of Life (PQOL) (46, 87, 88)

Sickness Impact Profile (SIP) (46, 89, 90)
Medical Outcome Study Short-Form 36 (SF-36) (91)

Center for Epidemiologic Studies-Depression (C&D) (92)
Hospital Anxiety and Depression Scale (93)

Time tradeoff (48)
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in patients who are dying compared with patients for whom
death is not imminent (53). Assessing the quality of care at the
end of life, the concordance between patients’ preferences for
treatment and the treatments they receive, and the quality of
communication with patients and families are important out-
come measures of critical care.

There are a number of issues that complicate research in
death and dying compared with other areas of outcomes re-
search. Primarily the “outcome” of interest is less clear. In-
struments to assess the quality of death and dying through sur-
veys of patients, their families, and their caregivers are only
now being developed; and their applicability to the ICU set-
ting will need to be determined. Optimal processes of care
have not been determined and considerable variations in care
exist. It is essential for critical care physicians to appreciate
the significance of this outcome even though techniques to as-
sess it are in their infancy.

Cost
A detailed discussion of economic analysis is beyond the
scope of this review and the interested reader should refer to
reviews of this topic (45,54). However, economic analyses, in-
cluding cost-effectiveness analysis, are an important compo-
nent of outcomes research. Recent consensus reports have
made methodologic recommendations for performing and re-
porting economic analyses that should improve the quality of
research in this area (55,56). Additional work will need to be
done to generate standards specific for economic analyses in
critical care.

These outcome measures reflect a spectrum from which the
investigator may choose depending on the research question.
Table 3 shows how these measures could be incorporated into
a registry of patients with the ARDS to answer a range of
questions about the outcomes of this disease.

DATA SOURCES FOR OBSERVATIONAL OUTCOMES
RESEARCH IN CRITICAL CARE

Observational outcomes research frequently relies on large
datasets which contain information on patient characteristics,
exposures, and outcomes. Datasets  vary in their feasibility of
use (size, cost, and access for the investigator), accuracy (abil-
ity of coded variables to convey the actual clinical situation),
and appropriateness (whether the dataset  contains all of the
elements necessary to answer the research question) (57). The
dataset  is as important a part of the researcher’s methods as
the study design and data analysis. While readers can look to
standard references to evaluate the study design and analysis,
there is no readily available guide to the limitations of the var-
ious data sources that can be used in this research. Compli-
cating the evaluation of the datasets is the inconsistent termi-

TABLE 3

OUTCOME MEASURES IN A HYPOTHETICAL REGISTRY OF
PATIENTS WITH ACUTE RESPIRATORY DISTRESS SYNDROME

Mortality
Survival
Quality of life
Physiologic measures

Process of care

28-d all cause mortality
Days until death
SF-36, St. George’s Respiratory Questionnaire
Pulmonary function testing at 6 mo
Exercise testing
Use of pulmonary artery catheter
Ventilator settings

cost
Type of stress ulcer prophylaxis
Cost of episode of care
Cost of care after hospital discharge
Therapeutic Intervention Severity Score (TISS) points

nology used to identify the sources and original use for the
data. For example, the term “administrative data” is used to
indicate data that were originally collected for reasons other
than research. This is an inappropriately broad term in that
it groups datasets  that vary widely in terms of feasibility of
use, accuracy, and appropriateness. To address these inconsis-
tencies and illustrate the types of data sources available to crit-
ical care outcomes researchers we present the examples that
follow.

Encounter Data

Encounter datasets represent databases whose purpose is to
maintain a record of health care encounters, typically main-
tained by payers, to track reimbursement. Data are typically
grouped by ambulatory care visit or hospital admission. How-
ever, these data can be summed to generate data on a region,
and, if unique patient identifiers are available, can also be
linked to create a longitudinal history for individual patients.
Encounter datasets  can be extremely large. For example, the
Medicare Provider Analysis and Review (MEDPAR) file con-
tains records for 100% of Medicare beneficiaries who use hos-
pital inpatient services. The national file consists of approxi-
mately 11 million records.

There is considerable variation in the quality and detail of
these datasets. For example, datasets  may allow different
number of diagnoses or procedure codes, and have varying de-
tail regarding ICU utilization (58). When data are collected
for billing purposes, financial incentives driving the data col-
lection can impair its value (59, 60). Datasets  coded by medi-
cal records departments suffer from the vagueness of the In-
ternational Classification of Diseases system and the errors
inherent in the abstraction process (61). Analyses based on
variables available in encounter data may miss important rela-
tionships present in detailed clinical data (62). Authors pre-
senting results from such studies should therefore specify
clearly the characteristics of the dataset  and its limitations.

Enrollment Data

In addition to information about patients’ encounters with the
medical system, one might also wish to know about the de-
nominator population from which the encounter numerator is
drawn. This allows the investigator to draw inferences about
population incidence and utilization for various diseases. Cen-
sus data can provide age-, race-, and gender-specific data as
well as some information on socioeconomic variables at the
national and regional level. Other denominator sources, in-
cluding Health Maintenance Organization enrollment data-
bases, are available for selective analyses. In the United
States, the Health Care Financing Administration has data on
Medicare enrollees organized by state, county, and zip code.
Investigators who are limiting their analysis to a specific in-
surer or managed care organization can often obtain enroll-
ment data on the insured population. These data are limited
by transfer between insurance plans, which makes estimating
a stable denominator for any given year a challenge.

Electronic Clinical Data

The electronic medical record promises to be a boon to out-
comes research should a usable format gain widespread accep-
tance. There are several electronic medical records designed
specifically for use in the ICU (63). Whether or not a formal
electronic medical record exists, virtually all clinical informa-
tion in the modern hospital, including laboratory data, phar-
macy, and many diagnostic test results are converted to elec-
tronic form. The extent to which data from these separate
systems can be collated into a usable resource and subse-
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quently analyzed for research purposes has not been explored.
Barriers to the effective use of hospital databases include their
sheer volume, the lack of standardized data collection and
computer formats, and protection of confidentiality and pro-
prietary interests.

Data Registries
Data registries are databases focused on a particular disease
or intervention, for example, ARDS or cardiovascular dis-
eases (64,65). Data registries have the advantage of collecting
a set of predefined data on a large number of patients with ho-
mogenous characteristics. Frequently, data registries rely on
collection from a single or several academic institutions and
therefore may not generalize to other clinical settings. Be-
cause they only include patients with the disease or treatment,
many important questions about incidence, variability in man-
agement, and comparative outcome cannot be answered.

Performance Data
In the current era of health care reform, several organizations
and agencies have begun to collect data explicitly for the pur-
pose of assessing institutional and provider performance.
Some of these performance data sources are constructed de
novo, such as the Society of Cardiovascular Surgery or Greater
Cleveland Health Quality Coalition, while others, such as the
Pennsylvania Health Care Cost Containment Council coro-
nary bypass surgery and acute myocardial infarction reports
involve the augmentation of existing data with clinical-based
severity information (66-68). There has been considerable de-
bate over whether the available data are sufficient to allow for
the discrimination between “better” and “worse” providers

I

(69). These datasets are of great potential value in that they
are collected across a number of institutions and usually con-
tain data significantly richer in clinical detail than other en-
counter datasets.

Survey Data
Traditionally, assessments of critical care and critical care
therapies have been based on clinical measures and objective
outcomes such as mortality. Increasingly, however, attention
is being focused on the importance of patient-centered out-
comes. Information on such outcomes is available through
surveys of patient preferences and satisfaction with care (70).
While most such surveys have not collected ICU-specific in-
formation to date, it is likely that this information may appear
in the future and be a valuable data source for outcomes re-
search in critical care.

Clinical Trial Data

Randomized controlled trials contain a considerable amount
of detailed information on the demographics, severity of ill-
ness, and outcomes of critically ill patients that has been col-
lected prospectively under rigorous conditions. In addition to
meta-analysis, which combines results from several RCTs to
estimate the treatment effect, it may be possible to perform a
secondary cohort analysis on the patients in clinical trials. This
approach has been used in clinical trials of acute myocardial
infarction and pulmonary embolism to explore the effect of
different risk factors on outcome (71,72).  While these datasets
seem promising, the same factors that limit the assessment of
effectiveness by RCTs may make extrapolation from their pa-
tient data to broader populations problematic. Consequently,
readers and researchers should consider carefully the applica-
bility of these data sources for the potential questions asked.
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Prospective Cohort Data

There are several datasets  that were collected with the specific
intention to be representative of ICU populations (73, 74).
These databases are valuable sources of rich clinical detail in
broad, generally representative critically ill populations. The
principal limitations governing their use include limited acces-
sibility to investigators and the data elements collected. For
example, the Acute Physiology and Chronic Health Evalua-
tion III (APACHE III) database collected daily information
only through Day 7 and thus is not a good source for under-
standing the characteristics of resource use in patients with
long ICU length of stay. Nevertheless, the level of clinical de-
tail, attention to ICU-specific diagnoses and variables, and
size make these datasets  the current standard against which
other data sources ought to be compared for many critical
care observational outcomes research questions.

National Minimal ICU Data Sets

In part as a response to the limitations of prospective cohort
data, several countries and national societies have developed
or proposed the widespread collection of a core set of data on
all ICUs and ICU patients (75). These projects are ambitious
and some have been plagued by a lack of funding and slow ini-
tiation. Nevertheless, since their purpose is to understand na-
tional ICU delivery, including an understanding of the demo-
graphics and outcomes of critically ill patients, the cost and
processes of care, and the extent to which practice variation
occurs, such datasets, once generated, will be very useful re-
sources.

TECHNIQUES TO ADJUST FOR CONFOUNDING

In observational outcomes research, an investigator compares
a group of subjects with an intervention to a control group. If
the groups are different with regard to a variable that is also
associated with the outcome (e.g., if one group is older than
the other and age is associated with mortality), then an esti-
mate of the treatment effect on outcome will be biased. In this
example, age biases the investigator’s estimate and is called a
confounder. Any variable that is associated with the exposure
and with the outcome in the dataset  is a potential confounder.
Conversely, variables that are only associated with outcome
and not with exposure, or only with exposure and not with
outcome, do not bias the association between exposure and
outcome. Common confounding variables include age, diag-
nosis, severity of illness, and indication for treatment. Vari-
ables can act both as confounders and as exposures depending
on the research question and causal model. For example, re-
gion of country is an exposure variable for questions that in-
volve geographic variation in outcomes or utilization. How-
ever, in an analysis of the effect of pulmonary artery catheters
on mortality, geographic region may be an important con-
founder because technology utilization and mortality vary by
region.

Essentially, the goal of identifying and controlling for con-
founding variables is to justify the statement:

All things being equal, patients with exposure “x” (e.g., a new anti-
sepsis therapy, specialist care in the ICU, or pulmonary artery
catheters) are y% more likely to have the “outcome” (e.g., survival,
prolonged hospital stay, improved quality of life at 6 months).

To the extent that all confounding variables are identified,
measured accurately, and adjusted for with an appropriate
technique, this goal can be achieved. A variety of techniques is
used to try to avoid or control for confounding in observa-
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tional outcomes research to determine an unbiased estimate
of the effect of an exposure.

Matching

Exposed subjects are matched with unexposed patients on the
basis of the variables known to be related both to the expo-
sure and to the outcome. The major advantages of matching
are its simplicity and the fact that many readers find it a per-
suasive technique. However, matching has important limita-
tions. Once the subjects have been selected by matching, the
matching variables cannot be explored as exposure variables
and the investigator is committed to a matched analysis. Over-
matching, matching for a variable that is associated with the
exposure but not the outcome, will reduce the statistical
power of the study (76). Finally, matching on multiple con-
founding variables is often not feasible because an exact
match may not be present among the controls.

Stratification

Subclasses or strata based on the confounding variables are
constructed and comparisons are made between exposed and
control groups within each stratum (for example, age less than
6.5 and age greater than 65). This technique is also a conceptu-
ally simple method of adjusting for confounding in which both
the intervention and control groups are divided by subclasses
of confounding variables. An important limitation of stratifi-
cation techniques is that, as the number of confounding vari-
ables increases, the number of strata increase exponentially,
resulting in strata that do not provide information because
they do not contain both intervention and control patients.
This method is best when the number of observations is large
or the number of confounding variables is small.

Multivariable Adjustment

Multivariable adjustment can be achieved by modeling the re-
lationship between the presence or absence of the exposure
(the independent variable) and the outcome (the dependent
variable) adjusted for all confounding variables. A variety of
mathematical models is available depending on the outcome
variable and the research question. The logistic regression
model is used when the outcome variable is binary (for exam-
ple, mortality). The exposure effect is presented as an odds ra-
tio with confidence interval adjusted for the confounding vari-
ables in the model. The Cox proportional hazards model is
used when the outcome variable is survival time or time until
an event other than death. Here the exposure effect is an ad-
justed hazard ratio and reflects the increased rate of outcome
in the exposed. Finally, linear regression, or generalizations of
this model, can be used when the outcome is continuous, such
as cost, duration of hospital stay, or other continuous vari-
ables. The effect size can be presented as the adjusted differ-
ence in outcome for the exposed compared with control pa-
tients. Using these techniques, the association of a treatment
with the outcome can be estimated while mathematically hold-
ing all the confounding variables constant.

The validity of multivariate techniques depends on the ex-
tent to which the model fits the data and the mathematical as-
sumptions of the model are not violated. Model fit and suit-
ability should be tested by appropriate means including plots
of the data and measures of fit (77-79). Failure to consider
these possibilities can lead to a flawed analysis and erroneous
conclusions.

Propensity Scores

Propensity scores are developed in much the same way as ICU
severity of illness scores like APACHE or the Simplified

Acute Physiology Score (SAPS). However, instead of provid-
ing the estimated probability of hospital mortality, propensity
scores combine multiple variables to generate an individual’s
probability of exposure to the variable of interest. The pro-
pensity score can be used for matching, stratification, or multi-
variable adjustment. Because propensity scores correlate with
the use of a treatment, they can be used to control for indica-
tion bias which results when patients who receive a treatment
are different from those who do not (80). There are important
differences between severity of illness and propensity scores.
Some variables may have a small effect on mortality and a rel-
atively large effect on the decision to use a therapy. For exam-
ple, the progression of disease, response to initial therapy, di-
agnostic uncertainty, and even the patients’ insurance status
may all affect the treatment selection process.

Instrumental Variables

Instrumental variables, like propensity scores, are associated
with the exposure, but are selected because they are indepen-
dent of patient outcomes. When outcomes are analyzed by the
instrumental variable, a random distribution of patient charac-
teristics is expected between the exposed and control groups.
Theoretically, this simulates random assignment of patients to
the exposure. An example is the use of patient’s distance from
a hospital that uses a high-intensity approach to managing
myocardial infarction (81). Patients living closer to high-inten-
sity hospitals are more likely to receive aggressive care, but,
hopefully, for the validity of this analysis, are not medically
different from patients living further from a high-intensity
hospital. By comparing patients by distance and adjusting for
differences in measured covariables, one hopes to create an
unbiased estimate of the effect of treatment at a high-intensity
hospital.

CAN WE BELIEVE THE RESULTS FROM
OBSERVATIONAL OUTCOMES STUDIES?

Ultimately, after reading an observational outcomes study,
readers must decide to what extent they believe the estimate
of the exposure’s effect. Observational outcomes research, re-
gardless of the study design, is subject to a variety of biases in
addition to the issues of confounding raised earlier (82, 83).
Biases can be introduced in the way the patient sample is se-
lected, in the way the outcome, exposure, and confounders are
defined or measured, and in the analysis (84). Readers are
cautioned not to combine all such concerns into an assessment
of whether the data collection was “prospective” or “retro-
spective”; neither approach is necessarily superior. Instead the
reader should focus attention on the specific nature of the
bias, its direction, and magnitude. Biases do not always invali-
date a study. For example, an author studying the effect of an-
tibiotics on ICU mortality recognizes that patients with more
severe sepsis receive broader spectrum empiric antibiotics. In
the study dataset,  early broad-spectrum antibiotics are associ-
ated with reduced mortality. Here the indication bias is in the
opposite direction of the study findings and actually strength-
ens the conclusion that early broad-spectrum antibiotics are
associated with reduced mortality.

One of the most vexing problems in observational out-
comes research is the question of missed or poorly measured
confounders. After all of the measures above have been
taken, the reader must still address the possibility that the ob-
served effect (or lack of effect) is due to failure to account
completely for a confounder. This effect, known as “residual
confounding,” is always a possibility in observational research.
We recommend the reader consider the question in this form:
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“Were there any omitted variables whose effect would have
been strong enough and in the right direction to eliminate the
observed effect?” Although these assessments are generally
qualitative, they can be formally addressed. Sensitivity analy-
sis can estimate how large an effect an unmeasured confounder
would have to exert to eliminate or generate the observed
study effect (85). Thus, if a study that appears to have in-
cluded most clinically important variables and adjusted appro-
priately for known confounders reports a tenfold increase in
effect with the intervention, the reader might safely assume
that the exposure has some independent effect on the outcome.

On the other hand, when important clinical variables are
omitted or when sensitivity analysis shows that a confounder
with a small effect could have generated the observed results,
and the study reports only a small effect size, one might have
less confidence in the results. Ultimately, the criteria for judg-
ing all scientific knowledge apply: reproducibility of the find-
ings from multiple studies with different methods, plausibility
of the results, and the ability to use the results to make novel
verifiable predictions.

and weaknesses of each. The methods are complementary
precisely because many important research questions are not
amenable to an experimental design and many experimental
designs have limited generalizability. Answers to important
clinical and policy questions will require an evolving body of
outcomes research derived from quantitative and qualitative
methods as well as experimental and observational studies.
For pulmonary and critical care clinicians to play an active
role in determining policy and practice through the applica-
tion of outcomes research, it is essential that they understand
the strengths and limitations of observational outcomes re-
search.

Members of the American Thoracic Society
Outcomes Research in Critical Care Workshop,
Toronto, Canada, April 4-6,1997

IMPLICATIONS FOR THE
PRACTICING CLINICIAN

In addition to seeing more observational outcomes research
studies used to assess the effectiveness of treatments, clini-
cians will increasingly encounter the methods described previ-
ously in their practice. The database and analysis methods of
observational outcomes research are used to “profile” individ-
ual clinicians for their cost and outcomes. In these reports the
unit of analysis is the individual clinician; the outcome is mor-
tality, hospital length of stay, or some other measure of re-
source use; and the confounders are disease severity and diag-
nosis. The question is whether differences in patient outcome
can be reliably detected between clinicians using these tech-
niques. Another local use of outcomes research is in quality
improvement programs which should use quantitative meth-
ods to evaluate the effect of interventions. A common strategy
is the “before-after” design. For example, baseline data on the
incidence of ventilator-associated pneumonia and duration of
mechanical ventilation are collected prior to the institution of
a new antibiotic-prescribing strategy. After this strategy has
been instituted, the quality improvement group reevaluates
the outcomes taking care to use the techniques described pre-
viously to account for potential confounding differences in the
patient population. Finally, outcomes research techniques are
used at the policy level to assess clinician workforce needs and
to set reimbursement levels for different procedures (86).
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